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Spacecraft Navigation Using X-Ray Pulsars
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The feasibility of determining spacecraft time and position using x-ray pulsars is explored. Pulsars are rapidly
rotating neutron stars that generate pulsed electromagnetic radiation. A detailed analysis of eight x-ray pulsars
is presented to quantify expected spacecraft position accuracy based on described pulsar properties, detector
parameters, and pulsar observation times. In addition, a time transformation equation is developed to provide
comparisons of measured and predicted pulse time of arrival for accurate time and position determination. This
model is used in a new pulsar navigation approach that provides corrections to estimated spacecraft position. This
approach is evaluated using recorded flight data obtained from the unconventional stellar aspect x-ray timing
experiment. Results from these data provide first demonstration of position determination using the Crab pulsar.

Introduction

T HROUGHOUT history, celestial sources have been utilized
for vehicle navigation. Many ships have successfully sailed

the Earth’s oceans using only these celestial aides. Additionally, ve-
hicles operating in the space environment may make use of celestial
sources for some portion of their navigation requirements. However,
most space vehicle operations rely heavily on Earth-based navi-
gation solutions to complete their tasks.1−3 For vehicles operating
near Earth, the current global positioning system (GPS), and similar
human-developed systems, can provide a complete navigation solu-
tion comprised of referenced time, position, velocity, attitude, and
attitude rate. However, these satellite systems have limited scope for
operation of vehicles relatively far from Earth, or may have their ser-
vice interrupted through malfunction or unforeseen circumstances.
The deep space network (DSN) assists navigation of vehicles far
from Earth by determining range and range rate along the line of
sight from the ground radar station to the vehicle. Although accurate
radial position is determined, this accuracy is reduced for the two
transverse axes of position, and DSN requires extensive ground op-
erations and scheduling. As the cost of vehicle operations continues
to increase, spacecraft navigation is evolving away from Earth-based
solutions toward increasingly autonomous methods.4,5 Autonomous
celestial-based systems, which use sources at great distance from
Earth, remain attractive for complementing existing systems and for
developing future navigation systems. Recently discovered celestial
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sources, including neutron stars, that provide stable, predictable, and
unique signatures, may provide new answers to navigating through-
out the solar system and beyond.

This paper describes the utilization of pulsar sources, specifically
those emitting in the x-ray band, as navigation aides for spacecraft.
A new method of determining position estimates along the line of
sight to a pulsar is presented. This approach compares the measured
to the predicted arrival time of the pulsar signal, and differences are
converted to position corrections. To perform position corrections,
the authors present a time transfer equation within the solar system
that accounts for relativistic effects and is accurate to within a few
nanoseconds.

This paper is separated into four major sections that include a
brief discussion on pulsar properties and specific characteristics for
several sources; feasibility and issues of pulsars for navigation; pulse
time of arrival models; and pulsar-based navigation, including posi-
tion correction based on pulsar time of arrival using measured data.
Several methods for future study are identified.

Background
Pulsar Description and Properties

Theories of general relativity and stellar structure project that
on their collapse stars with insufficient mass to create a black hole
produce several types of ultradense, compact objects.6,7 One such
proposed object is a neutron star (NS).8−10 This object is the result
of a massive star that has exhausted its nuclear fuel and undergone
a core collapse resulting in a supernova explosion, and its stellar
remnant near 1.4 solar masses collapses onto itself to form a neu-
tron star. This star is a small, extremely dense object that is roughly
20 km in diameter and is an equilibrium configuration in which
nuclear effects provide support against the strong gravity. To reach
this allowed equilibrium configuration the stellar constituents must
be adjusted by reactions that replace electrons and protons with
neutrons, hence the name neutron stars. It is postulated that a neu-
tron star is composed of a solid outer crust of neutron-rich nuclei
a few tenths of kilometer thick surrounding a superfluid core. Con-
servation of angular momentum during the collapse phase tends
to increase greatly the rotation rate of the star. Young, newly born
neutron stars typically rotate with periods on the order of tens of
milliseconds, whereas older neutron stars eventually slow down to
periods on the order of a several seconds. A unique aspect of this
rotation is that it can be extremely stable and predictable.

Neutron stars harbor immense magnetic fields. Under the influ-
ence of these strong fields, charged particles are accelerated along
the field lines to very high energies. As these charged particles move
in the pulsar’s strong magnetic field, powerful beams of electromag-
netic waves are radiated out from the magnetic poles of the star. If
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Fig. 1 Neutron star with rotation axis not aligned with its magnetic
field axis.

Fig. 2 Crab nebula and pulsar in x-ray band.12

the neutron star’s spin axis is not aligned with its magnetic field axis,
then an observer will sense a pulse of electromagnetic radiation as
the magnetic pole sweeps across the observer’s line of sight to the
star. Neutron stars that exhibit this behavior are referred to as pul-
sars. Because no two neutron stars are formed in exactly the same
manner or have the same geometric orientation relative to Earth, the
pulse frequency and shape produce a unique, identifying signature
for each pulsar. Thus, pulsars can act as natural beacons, or celestial
lighthouses, on an intergalactic scale. Figure 1 is a diagram of a
neutron star with its distinct spin and magnetic axes.

In 1967, radio pulsations were discovered during a survey of
scintillation phenomena due to interplanetary plasma.11 Among the
expected random noise emerged a signal having a period of 1.337 s
and constant to better than one part in 107. Because of the extreme
stability in the periodic signature, it was first conjectured that it could
not be a natural signal. However, it was soon realized that these ob-
jects were neutron stars pulsating at radio frequencies. Since their
discovery, pulsars have been found to emit in the radio, infrared,
visible (optical), ultraviolet, x-ray, and gamma-ray energies of the
electromagnetic spectrum. Figure 2 shows an image of the Crab neb-
ula and pulsar (PSR B0531+21) taken by NASA’s Chandra X-Ray
Observatory. Pulsar names are typically labeled using PSR for pul-
sar, or an acronym for their discoverer mission, for example, X-Ray
Timing Explorer (XTE), and their discovered location in right as-
cension (hours and minutes) and declination (degrees and minutes).
Position can either be stated in the B1950 (B) or the J2000 (J) epoch
coordinate frame.

Types of Pulsars
Many x-ray pulsars are rotation-powered pulsars, a neutron star

whose energy source is the stored rotational kinetic energy of the
star, and may exist as an isolated star or as a component of a binary

system. Two other types of pulsars, accretion-powered and anoma-
lous, exist that are powered by different energy sources. Accretion-
powered pulsars are in binary systems where material being trans-
ferred from the companion star onto the neutron star creates hot spots
on the star’s surface. Pulsations result from the changing viewing
angle of the hot spots as the neutron star rotates. Accreting x-ray
pulsars are often subdivided into those with a high-mass binary
companion (HMXB, typically 10–30 solar masses) or a low-mass
binary companion (LMXB, typically less than 1 solar mass). The
anomalous x-ray pulsars are powered by the decay of their immense
magnetic fields (approximately 1014–1015 Gauss) (Ref. 13).

Pulsar Stability
Because some pulsars have been observed for many years, it has

been shown that the stability of their spin rates compares well to the
quality of today’s atomic clocks.14−16 Figures 3 and 4 provide com-
parison plots of the stability of atomic clocks and several pulsars.
The metric used here for comparison is computed using third dif-
ferences, σz(t), or third-order polynomial variations, as opposed to
second differences for the standard clock Allan variance statistic, of
clock and pulsar timing residuals (see Ref. 16). This metric is sensi-
tive to variations in frequency drift rate of atomic clocks and pulsars;
the standard Allan variance is sensitive to variations in frequency
drift. Older pulsars, particularly those that have undergone a long
period of accretion in a binary system that spins them up to a mil-
lisecond period, have extremely stable and predictable rotation rates.
Figure 4 shows data from radio pulsars; however, PSR B1937+21
is also detected in the x-ray band. Its x-ray stability is expected to
be similar, or perhaps better, because of a reduction of propagation
effects from the interstellar medium effect on x-ray photons.

Fig. 3 Stability of atomic clocks.16

Fig. 4 Stability of pulsars.15
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Additional Celestial X-Ray Sources
Pulsars exhibit many of the characteristics that make them use-

ful as time and position navigation aides, primarily through their
constant, predictable pulsations. In addition to pulsars, the x-ray
sky contains other celestial objects that can be used for various as-
pects of spacecraft navigation.17 These objects have different energy
sources that create their x-ray luminosities. Many x-ray sources are
either extended or variable. However, some sources produce persis-
tent, nonpulsating x-ray flux and are likely candidates for vehicle
attitude determination.

X-Ray Catalogs
Since the discovery of the first nonsolar cosmic x-ray source of

Scorpius X-1 in 1962 (Ref. 18), numerous balloon-, rocket-, and
satellite-borne instruments have surveyed the x-ray sky in various
energy ranges, depending on instrument characteristics or mission
goals.19 The German x-ray observatory Röntgen Satellite in 2000
completed the latest comprehensive x-ray all-sky survey.20,21 This
mission detected 18,806 bright sources (above 0.05 x-ray photon
counts per second in the 0.1–2.4 keV range) and a significant number
of sources, 105,924 objects, in its faint source all-sky x-ray survey.

The Australia Telescope National Facility has recently completed
the most comprehensive radio pulsar study to date in their Parkes
Multibeam Pulsar Survey. This survey has increased the number
of known radio pulsars from 558 (Ref. 22) to over 1300 (Ref. 23).
Many of these newly detected radio pulsars likely radiate in the
x-ray band.

By the collection of information from literature searches and nu-
merous x-ray survey missions, a list of candidate x-ray sources can
be identified and characterized for possible use in a navigation sys-
tem. The authors have assembled a catalog of such sources, and
this database currently contains 759 x-ray sources, of which 69 are
rotation-powered pulsars and 71 are accretion-powered pulsars. The
remaining sources in this catalog are unclassified binary objects;

Table 1 List of x-ray pulsars type and position

Pulsar Galactic Galactic Distance
Name type longitude,◦ latitude,◦ kiloparsec References

PSR B1937+21 Rotation 57.51 −0.29 3.6 24, 25
PSR B1957+20 Rotation 59.20 −4.70 1.5 26, 27
XTE J1751−305 Accretion 359.18 −1.91 8 28, 29
SAX J1808.4−3658 Accretion 355.39 −8.15 4 30, 31
PSR B1821−24 Rotation 7.80 −5.58 5.5 26, 25
XTE J1807−294 Accretion 1.94 −4.27 8 32, 33
PSR B0531+21 Rotation 184.56 −5.78 2.0 26, 24
PSR B0540−69 Rotation 279.72 −31.52 47.3 26, 24

Fig. 5 X-ray sources in galactic coordinates; neutron star (NS) category includes rotation-powered and anomalous pulsars, marker size indicates
relative x-ray flux intensity of each source.

other variable x-ray sources, such as cataclysmic variables (CV);
or extended x-ray objects, such as active galactic nebula (AGN).
These additional sources with measured x-ray flux are cataloged to
consider their potential use for navigation, such as attitude deter-
mination, or with further source analysis, for time, position, and/or
velocity determination.

The database lists an object’s characteristics, including accu-
rate angular positions, estimated distance, x-ray fluxes and energy
ranges, pulsed fraction (ratio of pulsed to nonpulsed flux from
the source), pulse width [measured as full-width-half-maximum
(FWHM) of main pulse], periodicities, and timing stability. The full
set of x-ray sources from this catalog is plotted in galactic coordi-
nates in Fig. 5. Distances to x-ray objects range from several to thou-
sands of parsecs (1 parsec = 3.262 light years = 3.086 × 1016 m).
Most sources are detected within the galaxy; however, as many as
45 pulsars are located outside the galaxy in the large and small Mag-
ellanic clouds (LMC and SMC, repectively), two irregular dwarf
galaxies near galactic coordinates 80◦W–33◦S and 60◦W–45◦S.
Pulse periods range from 0.00156 to 10 s for the rotation-powered
pulsars and from 0.0338 to 10,000 s for accretion-powered pulsars.

Tables 1 and 2 provide parameters of a set of pulsars from the
working catalog listed with increasing pulse period. This subset
of eight sources has been extracted from the catalog as a repre-
sentative group of pulsar candidates that have sufficient x-ray flux,
timing characteristics and stability, and geometric distribution, that
potentially lend themselves to spacecraft navigation. However, this
is not an exhaustive or final set of sources. Pulsar characteristics are
continually updated based on new observations, which may affect a
source’s potential for use in navigation. A few of the recently discov-
ered accreting sources in Tables 1 (Refs. 24–33) and 2 have not been
observed sufficiently to produce period derivatives. Pulsed fraction
is the value listed in the source’s references, or their references.
Background and nebula wind may affect the measured pulsed frac-
tion for some sources, and so use of these values should be carefully
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Table 2 List of x-ray pulsars periodicity and pulse attributes

Period first Epoch, Flux, 2–10 keV, Pulsed Pulse width
Name Period, s derivative, s/s modified Julian date (MJD) erg/cm2/s fraction, % (FWHM), s

PSR B1937+21 0.00156 1.05 × 10−19 52328.0 4.10 × 10−13 86 2.1 × 10−5

PSR B1957+20 0.00160 1.20 × 10−20 48196.0 5.38 × 10−13 60 8.0 × 10−5a

XTE J1751−305 0.00230 1.58 × 10−18 —— 1.17 × 10−9 5.5 5.7 × 10−4a

SAX J1808.4−3658 0.00249 4.35 × 10−18 —— 2.13 × 10−9 4.1 6.2 × 10−4a

PSR B1821−24 0.00305 1.60 × 10−19 47953.5 1.25 × 10−12 98 5.5 × 10−5

XTE J1807−294 0.00525 —— —— 8.29 × 10−10 7.5 1.5 × 10−3

PSR B0531+21 0.0335 4.21 × 10−13 48743.0 9.93 × 10−9 70 1.7 × 10−3

PSR B0540−69 0.0504 4.79 × 10−13 48256.0 3.33 × 10−11 67 2.5 × 10−3a

aEstimated value.

Fig. 6 Crab pulsar pulse template, period approximately 33.5 ms
(epoch 51527.0 MJD); several period derivatives have been detected.

Fig. 7 PSR B1509-58 pulsar pulse template, period approximately
150.23 ms (epoch 48355.0 MJD).

considered. The estimated values of pulse width have been approxi-
mated as a fraction of pulse period, 5% for rotation-powered pulsars
and 25% for accretion-powered pulsars, based on their similarity to
comparable sources with measured width values.

Pulse Profiles
A pulsar pulse profile is a representation of the phase average of

multiple detected pulses from a pulsar, usually shown as one or two
full pulse periods. Typically, standard profile templates are created
by observing a specific source over long time spans, many multiples
of a pulse period, and epoch folding, or averaging synchronously
with the pulse period. This folding process produces a pulse profile
with a very high signal-to-noise ratio (SNR). Characteristics of the
pulse can be determined from the profile, or set of profiles, including
period length, amplitude, number of peaks, and variability. Figure 6
shows a standard template for the Crab pulsar (PSR B0531+21) in
the x-ray band (2–10 keV). The intensity of the profile is a ratio of
count rate relative to average count rate. Figure 6 shows two cycles
of the pulse for clarity, and the main pulse and smaller secondary
pulse are visible. Figure 7 shows a two-cycle image of the pulse
profile of PSR B1509−58.

Feasibility of Pulsar-Based Navigation
Previous Research

Early researchers presented concepts for navigation using pul-
sars, including time determination,34 and position determination for
orbiting spacecraft based on radio signals from a pulsar.35 However,
both the radio and optical signatures from pulsars have limitations
that reduce their effectiveness for spacecraft navigation. At the ra-
dio frequencies that pulsars emit (∼100 MHz to a few gigahertz)
and with their faint emissions, radio-based systems would require
large antennas (on the order of 25 m in diameter or larger) to de-
tect sources, which would be impractical for most spacecraft. Also,
neighboring celestial objects including the sun, moon, Jupiter, and
close stars, as well as distance objects such as radio galaxies, quasars,
and the galactic diffuse emissions, are broadband radio sources that
could obscure weak pulsar signals.36 The small population of pul-
sars with detected, yet faint, optical pulsations, where only five have
been identified,37 severely impacts an optical pulsar-based naviga-
tion system.

During the 1970s, astronomical observations within the x-ray
band of 1–20 keV (2.5 × 1017–4.8 × 1018 Hz) yielded pulsars with
x-ray signatures. With these x-ray band signals, early postulates of
x-ray sources for navigation were formed.38 Although lacking sup-
porting analysis, sensors on the order of 0.1 m2 were proposed,
which would be significantly smaller than the antennas or tele-
scopes required for radio or optical observations. In the early 1990s,
new proposals were presented for studying x-ray source naviga-
tion including attitude, position, and time.39−42 From 1999 through
2000, the U.S. Naval Research Laboratory’s (NRL) unconventional
stellar aspect (USA) experiment onboard the Advanced Research
and Global Observation Satellite (ARGOS) provided a platform for
conducting pulsar-based spacecraft navigation experimentation.43,44

However, the x-ray data from this experiment were initially only
used to demonstrate the concept of attitude determination.

This paper attempts to quantify expected navigation performance
based on the characteristics of x-ray pulsars. This includes determin-
ing the achievable range accuracy based on source characteristics,
noise effects, and observation duration. Full three-dimensional posi-
tion accuracy based on observing multiple sources is also presented
and demonstrated. Furthermore, detailed time transfer equations are
developed that are implemented in a position correction technique
to update spacecraft position, and this technique is demonstrated
using actual x-ray detector data obtained from the USA experiment.
Techniques for other aspects of spacecraft navigation are also dis-
cussed.

Navigation Challenges with X-Ray Sources
All celestial sources that emit sufficient detectable x-ray photons

can be implemented in some manner within the spacecraft naviga-
tion scheme. Of the various x-ray sources that exist, x-ray pulsars,
including rotation-powered and accretion-powered types that pro-
duce predictable pulsations, possess the most desirable character-
istics for determining time and position. However, several issues
complicate their use for navigation solutions. Pulsars that emit in
multiple electromagnetic wavelengths do not necessarily have the
same temporal signature in all observable bands. Recent studies
have compared the Crab pulsar at optical, radio, and x-ray bands
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and show that the pulse arrival times are dissimilar across different
bands.45,46 Whereas a vast majority of pulsars are detectable at radio
wavelengths, only a subset is seen at the optical, x-ray, and gamma-
ray wavelengths. Because x rays and gamma rays are difficult to
detect on the ground due to the absorption of these wavelengths
by Earth’s atmosphere, observations in these bands must be made
above the atmosphere. The highly energetic photons emitted by the
source must be detected by pointing the x-ray detector at the source,
or by waiting until the source enters the field of view (FOV) of the
detector. In addition, many x-ray sources are faint and require sen-
sitive instruments to be detected. The Crab pulsar (PSR B0531+21)
is the brightest rotation-powered pulsar in the x-ray band, yielding
∼9.9 × 10−9 erg/cm2/s of x-ray energy flux in the 2–10 keV band.
The next brightest rotation-powered pulsars are over an order of
magnitude fainter than the Crab pulsar, for example, PSR B1509-
58 and SAX J1846-0258 (Ref. 24). Because of the faintness of these
sources, long observation times are required to produce accurate so-
lutions. Multiple detectors may be necessary if many measurements
are required within a given processing window.

Most bright x-ray sources, although located within the galaxy, are
still very far from the solar system. Unlike human-made systems
such as GPS, the distances to x-ray sources are not known to an
accuracy that would allow absolute range determination between
the source and a detector. However, the angular position in the sky
can be determined with high precision, and this direction knowledge
can be used in determining a navigation solution. These sources are
not truly fixed in the celestial sky because they have proper motion,
or radial and transverse motion relative to the solar system, although
this motion is very small compared to typical source observation
durations. Because many sources are clustered along the Milky Way
galactic plane, a limited number of bright sources could provide off-
plane triangulation for position determination.

Although pulsars are uniquely recognizable due to their different
pulse shapes, a single pulse from a specific pulsar is not directly
identifiable. Thus, a navigation system that updates position using
the fraction of the phase cycle within a pulse must either have an
a priori estimate of position to align phase approximately within a
pulse, or must use additional methods to identify correctly which
specific pulse is detected. The stability of pulse arrival must also
be considered when creating models to predict pulse arrival times.
Sources with large period derivatives must have their models up-
dated if a long time has elapsed since the last model definition.
Models that are effective for sufficiently long durations, thus requir-
ing infrequent updates, are desirable from stable sources. Databases
that contain precise models should be maintained and distributed
frequently to allow users to create accurate measurements.

Though nearly all rotation-powered pulsars are constant in in-
tensity, many accreting pulsars and most other x-ray source classes
often exhibit highly aperiodic variability in intensity that may com-
promise their usefulness for precise time and position determina-
tion. Those in binary systems introduce more complex signal pro-
cessing and pulse arrival time determination than isolated sources.
Many accreting sources are unsteady, or transient, sources. This phe-
nomenon of reduced x-ray emission for some duration is due primar-
ily to stellar physics,47 and the recurrence times of transient sources
are often unpredictable. The accreting sources listed in Tables 1
and 2 exhibit transient characteristics, which do not allow them to
be used as continuously detectable navigation source candidates.
High-intensity signals lasting for short periods, x-ray flares and
x-ray bursts, are occasionally detected from some sources. Because
neutron stars are believed to contain a solid crust and a superfluid in-
terior, exchanges of angular momentum between the two materials
can cause unpredictable star quakes, or glitches, that can signifi-
cantly alter the spin rates of these stars. The diffuse x-ray back-
ground would be present in all observations, and this would add to
any noise present in the detector system.

A navigation system that uses pulsed emissions from pulsars
would have to address the faintness, phase cycle, transient, flar-
ing, bursting, and glitching aspects of these sources, in addition to
the presence of the noise from the x-ray background. Although not
all can be addressed in this single paper, the navigation techniques

discussed hereafter start the process of tackling these issues. This
includes determining the pulse arrival time accuracy using the cur-
rent knowledge of source parameters listed in Tables 1 and 2. This
timing accuracy leads to range determination accuracy and is based
on the computed SNR from each source.

Pulse Arrival Time Measurement
The fundamental measurable quantity of a pulsar-based naviga-

tion system is the arrival time of an observed pulse at the detector. A
pulse time of arrival (TOA) measurement is generated by comparing
an observed profile with a high SNR standard template profile. The
observed profile p(t) will differ from the template profile s(t) by
several factors, including a shift of time origin τ , a bias b, a scale
factor k, and random noise η(t) as in Eq. (1) (Ref. 48). Poisson
counting statistics typically dominate the random noise for x-ray
observations,

p(t) = b + k[s(t − τ)] + η(t) (1)

The observed profile is created via the detection of photons from
the pulsar as they arrive at the navigation system’s detector. The
detector records the time of arrival of each individual x-ray photon
with respect to the system clock to high precision (on the order of
1 µs or better). During the total observation time, a large number of
photons, N , will have their arrival times recorded. Individual photon
arrival times from τ0 to τN − 1 are then converted to their equivalent
time in an inertial frame, from t0 to tN − 1, as described in the follow-
ing sections. This set of photons is then folded at the predicted pulse
period based on the known timing model of the pulsar. A binned
pulse profile is then constructed by dividing the pulse phase into M
equal bins and dropping each of the N photons into the appropriate
phase bin.

Converting time to phase of the pulse period, the TOA is then
determined by measuring the phase offset of the observed profile
with respect to the high SNR standard profile template. This is based
on the assumption that, after averaging a sufficiently large number of
pulses, a pulse profile recorded in the same energy range is invariant
with time. The template can be aligned with an arbitrary point in the
profile as phase zero, but two conventions are commonly used. Either
the peak of the main pulse can be aligned as the zero phase point,
or the profile can be aligned such that the phase of the fundamental
component of its Fourier transform is zero. The latter method is
preferred because it is more precise and generally applicable.

It is important to determine the TOA with an accuracy that is
determined by the SNR of the profile and not by the choice of the
bin size. A standard cross-correlation analysis does not allow this
to be easily achieved. However, the method given by Taylor48 is
independent of bin size and can be implemented into a navigation
system. The technique employs the time-shifting property of Fourier
transform pairs. The Fourier transform of a function shifted by an
amount τ is the Fourier transform of the original function multiplied
by a phase factor of e2π i f τ . Because the observed profile differs from
the template by a time shift, a scale factor, and random noise, as in
Eq. (1), it is straightforward to transform both the profile and the
template into the Fourier domain. The parameters in Eq. (1) are then
easily determined by a standard least-squares fitting method. The
final measured TOA of the pulse is then determined by adding the
fitted offset τ to the recorded start time of the data set t0.

The SNR can be determined from the observed x-ray photon flux,
FX from the pulsar and BX from the x-ray background radiation.
This ratio relates the pulsed component of the signal source counts
NSpulsed to the one sigma error in detecting this signal as49

SNR = NSpulsed

σnoise
= NSpulsed√(

NB + NSnonpulsed

) + NSpulsed

= FX Ap f tobs√
[BX + FX (1 − p f )](Atobsd) + FX Ap f tobs

(2)

The pulsed signal component is determined by the number of
photons that are received through the detector area A during the
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observation time tobs. The pulsed fraction p f defines how much of
the source flux is pulsed. The noise comprises the background ra-
diation flux BX and the nonpulsed component of the signal that is
detected during the duty cycle of the pulse, plus the pulsed signal
contribution. The duty cycle d of a pulse is the fraction pulse width
W that spans the pulse period P , or

d = W/P (3)

For a given observation, the TOA accuracy can be determined
from the one sigma value of the pulse (estimated using the pulse
width) and the SNR via

σTOA = 1
2 W

/
SNR (4)

This accuracy represents the resolution of the arrival time of a pulse
based on a single observation. A TOA measurement can be used to
determine the range of the detector from a chosen reference location
along the line of sight to the pulsar. The accuracy of the range
measurement can be computed using c to represent the speed of
light as

σrange = cσTOA (5)

A figure of merit (FOM) can be introduced that assists in iden-
tifying x-ray sources with the potential to provide good timing and
range accuracy. When terms from the accuracy calculation in Eq. (4)
that would be common to all sources for a set observation are ig-
nored, including background, detector area, and observation time,
this FOM, Q X , can be represented as

Q X = FX p2
f

W 2[p f + (W/P)(1 − p f )]
(6)

Using this x-ray source FOM provides a means to evaluate and
rank sources that provide high-accuracy timing and range. Although
this FOM is not dimensionless, it can be normalized with respect to
the value of a reference candidate. By normalization with the Q XCrab

value for the Crab pulsar (PSR B0531+21), Table 3 lists the rank
of the sources listed in Tables 1 and 2. Highly ranked sources have
large flux and narrow pulse widths that produce accurate timing and
range estimates in Eq. (5).

Figure 8 shows the achievable range measurement accuracy using
the pulsar sources listed in Tables 1 and 2 and Eqs. (2–5) for SNR > 2
and a 1-m2 area detector. Figure 8 shows that several sources can
achieve range accuracies better than 1 km within 1000 s of obser-
vation. Figure 9 shows the range measurement accuracy plot for
the same sources for a 5-m2 area detector. Though it lacks the full
representation of noise from Eq. (2), the listed quality ranking from
Table 3 compares well with the accuracy plots shown in Figs. 8 and 9.

Fig. 8 Range measurement accuracies using pulsars vs observa-
tion time: area = 1 m2 and x-ray background = 3 ×× 10−11 erg/cm2/s
(2–10 keV).

Table 3 FOM ranking of x-ray pulsars

Name Q X /Q XCrab Rank

PSR B1937+21 0.26 2
PSR B1957+20 0.020 4
XTE J1751−305 0.015 5
SAX J1808.4−3658 0.013 6
PSR B1821−24 0.17 3
XTE J1807−294 0.0023 7
PSR B0531+21 1.00 1
PSR B0540−69 0.0014 8

Fig. 9 Range measurement accuracies using pulsars vs observa-
tion time: area = 5 m2 and x-ray background = 3 ×× 10−11 erg/cm2/s
(2–10 keV).

Figures 8 and 9 represent theoretically achievable values based on
known characteristics of sources. This analysis assumes that sources
have no intrinsic noise because it is not yet well understood how this
noise will affect the navigation accuracy. However, a conservative
estimate of x-ray background noise is used in the preceding assump-
tions to incorporate the effects of the pulsar signal noise and other
errors that may not be fully modeled in the preceding equations.
Each source is assumed to produce a single, identifiable pulse shape
per pulse period, and the pulse period is assumed to be accurate over
the observation duration. The analysis also assumes a perfect detec-
tor with no internal losses or noise and no background rejection.
These accuracy values would change based on true characteristics
of a specific detector system.

Pulsar Timing Models
The first-order analysis presented in the preceding section repre-

sents an estimate of TOA accuracies that effect position estimates.
This section presents detailed TOA models and time conversion and
transfer techniques. These time transfer methods include relativis-
tic corrections to produce timing resolution of pulse photons on the
order of a few nanoseconds, which in turn creates accurate TOAs.

Pulse Phase Timing Models
To compute accurate arrival times of pulses, measurements must

be made relative to an inertial frame, a frame unaccelerated with
respect to the pulsars.50−57 Because most observations are typically
made on Earth, or on spacecraft moving about Earth, data collected
while in a moving frame must be transferred into this inertial frame.
A common inertial reference system chosen for pulsar observations
is the solar system barycenter (SSB) frame with its origin at the
center of mass of the solar system and uses the temps dynamique
baricentrique (TDB), or barycentric dynamic time, as its time coor-
dinate. Figure 10 shows the relationship of pulses from a pulsar as
they arrive into the solar system relative to the SSB inertial frame
and a spacecraft orbiting Earth. The positions of the spacecraft r
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Fig. 10 Pulsar pulse arrivals within solar system.

and the center of Earth rE , with respect to the SSB, are shown, as
well as the unit direction to the pulsar, n̂. Earth-based telescopes or
Earth-orbiting spacecraft can reference their observations to specific
epochs by initially using terrestrial time standards, such as coordi-
nated universal time, or temps atomique international, International
Atomic Time. Standard corrections can then be applied to convert
recorded terrestrial time to TDB.58

The phase of arriving pulses �, measured in whole cycles and
fractions of the period, can be specified at the SSB using a pulsar
phase model of

�(t) = �(t0) + f [t − t0] + ( ḟ /2)[t − t0]2 + ( f̈ /6)[t − t0]3 (7)

Equation (7) is known as the pulsar spin equation, or pulsar
spindown law, with observation time t in TDB coordinate time.59,60

The model in Eq. (7) uses frequency f ; however, the model can also
be represented using period P (also angular velocity � = 2π f ) as

�(t) = �(t0) + (1/P)[t − t0] − (Ṗ/2P2)[t − t0]2

+ (Ṗ2/3P3 − P̈/6P2)[t − t0]3 (8)

The model parameters for a particular pulsar are generated through
repeated observations of the source until a parameter set is created
that adequately fits the observed data. The accuracy of the model
prediction depends on the quality of the known timing model param-
eters and on the intrinsic noise of the pulsar rotation. For instance,
the Jodrell Bank Observatory performs daily radio observations of
the Crab pulsar and has published a monthly ephemeris report since
May 1988 (Ref. 61).

The pulsar phase model of Eq. (7) or Eq. (8) allows the deter-
mination of the phase of a pulse signal at a future time t , relative
to a reference epoch t0. The model shown in Eq. (7) utilizes pulse
frequency and two of its derivatives; however, any number of deriva-
tives may be required to model accurately a particular pulsar’s timing
behavior. Many more parameters may be required for some pulsars,
such as those in binary systems. As long as these parameters can be
sufficiently determined, any source with detectable pulsations can
be used in the time and position determination schemes.

Time Corrections for Offset from Barycenter
The phase model of Eq. (7) provides a method to predict the

expected arrival time of the peak amplitude of a pulsar signal at the
SSB origin. To compare the measured pulse TOA at the spacecraft
with the predicted pulse TOA of the model at the SSB origin, the
measured TOA must be converted into the SSB inertial frame and
projected to the SSB origin. This projection, or time transfer, must
at least account for the time delay due to the position offset of the
station from the SSB.

Proper Time to Coordinate Time Conversion
To produce an accurate navigation system, the effects on time

measured by a clock in motion and within a gravitational potential
field must be considered. The general relativistic theory of grav-
ity provides a method for precisely comparing the time measured
by a spacecraft’s clock to a standard time reference, specifically
TDB. Reference standard time, referred to as coordinate time, is
the time measured by a standard clock at rest in the inertial frame.

A spacecraft’s clock, which is in motion and at a different grav-
itational potential than the standard clock, measures proper time,
or the time a clock measures as it travels along a four-dimensional
space/time path. A method to convert spacecraft clock proper time to
TDB coordinate time and account for high-order relativistic effects
is provided hereafter.50−54,62−64

The proper time measured by a moving clock τ is related to the
coordinate time t via

dt = [
1 + U/c2 + 1

2 (υ/c)2
]

dτ (9)

to order O(1/c2) with a maximum error of 10−12 s (Ref. 52). The
total gravitational potential U acting on the spacecraft clock is the
sum of the gravitational potentials of all of the bodies in the solar
system and is defined in the positive sense (U = G M/r + higher-
order terms). Here, υ is the total speed of the spacecraft’s local frame
through the solar system. Equation (9) can be integrated to determine
absolute coordinate time relative to the proper time. Various methods
have been employed to solve this integral, including a vector-based
solution using positions of various planetary bodies relative to the
SSB52,53 and a solution for an Earth-based ground telescope and
its clock used for pulsar timing.50,51 Integrating Eq. (9) over time
yields
∫ t

t0

dt = (t − t0) =
∫ τ

τ0

[
1 + U

c2
+ 1

2

(
υ

c

)2
]

dτ

= (τ − τ0) +
∫ τ

τ0

[
U

c2
+ 1

2

(
υ

c

)2
]

dτ (10)

Equation (10) is the general conversion equation for clocks in
motion. This equation can be solved based on knowledge of the
spacecraft’s orbit type. The speed of an Earth-orbiting spacecraft
with respect to inertial space can be related to the inertial velocity
of Earth υE and the relative spacecraft velocity ṙsc/E using

υ2 = (υE + ṙsc/E ) · (υE + ṙsc/E ) (11)

If Eq. (11) is expanded, integrated by parts, and small terms are
ignored (ṙ 2

sc/E � υ2
E ), Eq. (10) can be simplified to

(t − t0) = (τ − τ0) +
∫ τ

τ0

[
U

c2
+ 1

2

(
υE

c

)2]
dτ + 1

c2
(υE · rsc/E )

(12)

where υE = ‖υE‖. The third term on the right-hand side is often
referred to as the Sagnac effect and is the correction applied to
elapsed time of a light signal in a rotating reference frame, in this
case, the spacecraft’s clock in orbit about Earth.63 For a spacecraft
in orbit about another planetary body, Eq. (12) can be represented
using the body’s absolute velocity υPB and the spacecraft’s relative
position rsc/PB as

(t − t0) = (τ − τ0) +
∫ τ

τ0

[
U

c2
+ 1

2

(
υPB

c

)2]
dτ + 1

c2
(υPB · rsc/PB)

(13)
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For spacecraft on heliocentric orbits, the velocity term can be
converted using the vis-viva energy, or energy integral, equation of
the orbit.52 The integral can then be directly evaluated using the
eccentric anomaly angle E such that

(t − t0) = (τ − τ0)
(
1 − µS

/
2c2a

)+ (2/c2)
√

aµS(E − E0) (14)

where µS(= G MS) is the sun’s gravitational parameter (and the
primary gravitational influence) and a is the semimajor axis of the
orbit.

Time Transfer to Solar System Barycenter
When the spacecraft’s position relative to the SSB, r, is used, as

in Fig. 10, the offset of time a pulsar signal arrives at a spacecraft
compared to the arrival time of the same pulse at the SSB to first
order is

tb = tobs + (n̂ · r)/c (15)

where tb is the coordinate TOA at the SSB and tobs is the coordinate
TOA at the spacecraft. Because many pulsars are so distant from
Earth, in this simple expression, the unit direction to the pulsars
may be considered constant throughout the solar system. However,
parallax and any apparent proper motion should be included when
determining the direction of closer pulsars.

A time transfer equation with improved accuracy over Eq. (15)
can be created using relativistic theory that relates the emission time
of photons emanating from a source to their arrival time at a station as
the photons travel through curved spacetime.50,51 If the performance
goal of a navigation system is to provide position information on
the order of less than 300 m, then the system must accurately time
pulses to better than 1 µs (≈300 m/c) . The relativistic effects on time
transfer neglected in Eq. (15) account for from tens to thousands of
nanoseconds and, thus, must be included to ensure accurate time
and position determination.

From general relativity in a weak gravitational field and nearly flat
space, which is true for the solar system, a spacetime interval ds2 that
is invariant with respect to arbitrary transformations of coordinates,
to order O(1/c), has been shown to be

ds2 = −(1 − 2U/c2)c2 dt2 + (1 + 2U/c2)(dx2 + dy2 + dz2) (16)

Time transfer can be accomplished by using the path of light signals
between these locations. The path taken by a light ray or particle in
spacetime is called a world line, and, for electromagnetic signals, the
world line is a null geodesic, or ds2 = 0. Along this null geodesic,
coordinate time is related to position to orderO(1/c2) from Eq. (16)
as

c dt = (1 + 2U/c2)
√

dx2 + dy2 + dz2 (17)

Integrating Eq. (17) provides a method to determine when the N th
pulse is received at the spacecraft, tobsN , relative to when it was
transmitted from the pulsar, TN . The solution depends on the null
geodesic path and the gravitational potential of bodies along this
path. It includes the additional effects of pulsar motion from the
time of transmission of the 0th pulse as

DN = D0 + V(TN − T0) ≈ D0 + V(tN − t0) = D0 + V�tN (18)

In this model, D0 is the position at a fiducial transmission time
T0 and assumes a constant proper motion V of the pulsar. This
model assumes that the difference in transmission time for the N th
pulse (TN − T0) is equal to the difference in reception time (tN − t0).
Additional assumptions can be introduced such as that pulsars are
very far away from the spacecraft, such that terms of orderO(1/D2

0)
and higher can be ignored, and the direction to the pulsar can be
estimated as n̂ ≈ D0/‖D0‖.

For pulsar timing analysis, the integrated solution between a pul-
sar and an observation spacecraft is50,51,55−57

(
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) = 1
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(19)

where pN represents the position of the spacecraft when it receives
the N th pulse from the pulsar relative to the center of the sun (not
SSB). The summation term in this equation is taken over all plane-
tary bodies in the solar system PBSS and their respective positions
to the spacecraft pNk . The third term, in braces, of Eq. (19) is the
bending effects on the path due to the sun’s gravitational field and
is typically a small value (<1 ns). This equation is often simplified
for pulsar timing analysis because the transmission time from the
pulsar, tTN , is unknown.59,60,65−67

To determine the time transfer equation between the spacecraft
and the SSB, it is necessary to solve Eq. (19) twice, once for the
light ray path between the pulsar and the spacecraft and once for
the path between the pulsar and the SSB. Differencing these two
separate solutions produces(

tbN − TN

) − (
tobsN − TN

) = tbN − tobsN (20)

When the position of the SSB origin relative to the sun’s center is
given as b and the position of the spacecraft relative to the SSB is
given as r (such that p = b + r), from Eqs. (19) and (20) the time
transfer between the spacecraft and the SSB is

tbN = tobsN + 1

c

×
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+
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ln

∣∣∣∣
n̂ · rNk + rNk

n̂ · bNk + bNk

+ 1

∣∣∣∣ (21)

The difference of bending effect terms is small (� 1 ns) and has
been dropped in Eq. (21). Because the values of proper motion, V,
are small, such that D0 	 V�tN , and the sun imposes the primary
gravitational field within the solar system, the expression in Eq. (21)
may be further simplified as

tbN = tobsN + n̂ · rN

c
+ 1

2cD0

[
(n̂ · rN )2 − r 2

N + 2(n̂ · bN )(n̂ · rN )

− 2(bN · rN )
] + 2µS

c3
ln
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n̂ · rN + rN

n̂ · bN + bN
+ 1

∣∣∣∣ (22)

Ignoring the effects of the outer planets, as in Eq. (22), can cause er-
rors as large as 200 ns depending on the photon’s flight path.50 When
this equation is used within a navigation system, it is important to
consider reference timescales, pulsar phase timing model defini-
tions, and desired accuracy to ensure correct time transfer results.

The second term on the right-hand side of Eq. (22) is the first-
order Doppler delay, and the third term is due to the effects of
annual parallax. Together, these two terms are referred to as Roemer
delay. The fourth term is the Shapiro delay effect.68 The interstellar
medium dispersion measure term, appearing as a correction to this
equation for all radio observations, is considered zero (∼10−3 ns)
for high-frequency x-ray radiation. Equation (22) requires accurate
solar system ephemeris information to provide the SSB location and
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the sun’s gravitational parameter. If the relativistic effects and terms
of order O(1/D0) are ignored, Eq. (22) reduces to the first-order
approximation of Eq. (15).

The time transfer of Eq. (21) is necessary to compare the TOA
of a pulse detected on a spacecraft anywhere in the solar system
with the pulse phase timing model defined at the SSB origin. Pulse
models can be described at any known location, such as the Earth
center, Earth–moon barycenter, Mars center, or even other spacecraft
locations. This time transfer equation can be used for other locations
by replacing the position of the SSB, b, with the known location
where the pulse model is defined, for example, rE , if the model is
defined at the Earth center.

Pulsar-Based Navigation
A pulsar-based navigation system would comprise a sensor to

detect pulsar photons at the spacecraft, a clock onboard the vehi-
cle to time the photons’ arrival, and a database of known timing
models for pulsars. Once a pulsar is identified and a pulse TOA is
determined, this information can be utilized to update or determine
attitude, velocity, time, and/or position. Methods to determine these
navigation values are described hereafter, with attitude and velocity
discussed briefly and position discussed in detail.

Attitude
Determining attitude of a spacecraft can be accomplished using

pulsar observations through several methods. Persistent, or nonva-
riable, x-ray sources provide good candidates that can be identified
due to their specific characteristics of flux and image. Pulsars are
also potential source candidates if their pulse signal can be identified
during the observation time window.

When a static, or fixed, detector on a spacecraft is assumed, the
attitude of the vehicle can be determined by detecting a source in the
sensor’s FOV and comparing the resulting signal against a database
of known x-ray source characteristics. Once the source is identified,
its image on the detector plane determines angles within the sensor
coordinate frame. The line of sight to the source is known in inertial
frame coordinates, and the sensor to inertial frame transformation
provides vehicle attitude. A detector pointed randomly in the sky
will either detect a recognizable source or the x-ray background.
For a static detector, it may take some time for a detectable source
to enter its FOV, which will depend on vehicle rotation rate and
FOV size. Because x rays are of very short wavelength, they cast
sharp shadows such that diffraction is not the limiting factor for atti-
tude determination. The achieved accuracy depends on the detector
area, acceptable integration time, detector position resolution, and
detector mask scale and distance. Plausible systems could achieve
accuracies of arcminutes to arcseconds, depending on the particular
design. Attitude rate information may also be derived by observing
the image of a source as it slews across the detector’s FOV.

Alternatively, a gimbaled sensor system can be used to scan
various x-ray source locations in the sky to hasten the process of
detecting a suitable source. However, a gimbal system requires a
high-performance drive and control system to maintain fine pointing
resolution while on a moving platform, which may impact vehicle
design.

The USA experiment43,44 used a two-axis gimbal system to point
its detector to desired source locations. During its mission, the USA
experiment was used to detect an offset in the roll axis of the host
ARGOS satellite by sweeping the detector past a known source. Be-
cause the vehicle attitude was incorrect by a small amount, the source
detection did not occur at the expected attitude. By adjustment of the
values of roll and yaw of the ARGOS vehicle, the USA detector was
then reoriented and again pointed at the known source. This process
was continued until satisfactory source detection occurred based on
determined gimbal and vehicle attitude. This iterative, or feedback,
method could be employed for attitude determination systems.

Velocity
Various mission applications may require knowledge of a vehi-

cle’s velocity, or speed and direction. Velocity can be determined
using pulsar signal Doppler shift. Because pulsars transmit pulse

signals that are periodic in nature, as a spacecraft moves toward or
away from the source, Doppler effects will be present in the mea-
sured pulsar signal. Second-order and higher Doppler effects may
be significant depending on the pulsar signal and vehicle motion.
Measuring the pulse frequency from a pulsar and comparing this to
its expected model can determine the Doppler shift. The Doppler
shift can then be converted to speed along the line of sight to the
pulsar. Assembling measurements from several pulsars allows full
three-dimensional velocity to be determined.

When any of the pulsar-based position determination methods
described hereafter are used, a sequence of position estimates dif-
ferentiated over time can also determine velocity. However, this
type of measurement increases noise within the system and may
have only limited use.

Time
An accurate clock is a fundamental component to the spacecraft

navigation system. Onboard clocks provide a reference for a vehi-
cle’s process timer and are critical to onboard systems such as com-
munications. Atomic clocks provide high-accuracy references and
are typically accurate to 1 part in 109–1015 in stability over a day.16

To track the motion of radio signals at accuracies of a few tenths of
a meter, a clock with nanosecond accuracy is needed.1 This requires
the clock to be stable to within 1 part in 1013 over several hours.

Perhaps the most significant benefit of pulsars is to provide
accurate atomic clock quality time based solely on celestial
observation.34 The pulse arrival at the spacecraft provides a peri-
odic signal that can be used to stabilize an onboard clock to meet
the clock requirements for tracking communication signals. De-
tecting pulsations from celestial sources does not provide a direct
measurement of absolute time; however, the stable pulsations can
adjust the drift of spacecraft’s clocks to maintain accurate time.

A method of correcting clock time using a phase-locked loop
can be implemented.40 In this feedback loop, the phase difference
between the local clock’s oscillator and the reference signal from
the pulsar is driven toward zero. When repeated pulsar observations
are used, the phase differences are continuously computed and any
local clock errors are removed.

Alternatively, pulse TOAs can be used to correct clock time. For
a spacecraft clock that is in error, the offset of the measured arrival
time to the predicted arrival time provides a measure of this error.
Given initial estimates of clock bias, scale factor, and jitter (bC , kC ,
and jC ), a Kalman filter can be created to update these estimates.
True time τT can be represented using the spacecraft clock time τC

with respect to a reference time τ0 by

τT = τC + bC + kC (τC − τ0) + 1
2 jC (τC − τ0)

2 + ηC (τ ) (23)

The measurement provided to this filter would be the offset between
the estimated clock error and the computed clock error,

δτ̃ = τT − τC ≈ bC + kC (τC − τ0) + 1
2 jC (τC − τ0)

2 (24)

δτ = τP − τC (25)

True time can be estimated using τP , the predicted pulse arrival time
from one, or several, pulsars by the use of Eq. (7).

Position
Because of the unique, periodic signatures of pulsars, it is possi-

ble to determine the position of a spacecraft. Position is determined
relative to a desired inertial frame. Although the SSB provides one
such frame and reference origin, it is also useful for mission oper-
ations to relate vehicle position to Earth’s position as well. Several
methods of position determination relative to Earth are provided
hereafter. Methods for determining the position of spacecraft on
interplanetary missions can be extended from the following exam-
ples. The first two methods are discussed briefly because they are
similar to optical-based celestial navigation; however, they offer an
advantage over optical systems because x-ray signals are difficult to
blind in a conventional manner. The two methods that use accurate
pulse TOA measurements require the coordinate time conversion
and the barycenter offset corrections to be applied. However, this
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requires spacecraft position knowledge to compute these corrections
correctly. This presents a dilemma if trying to resolve spacecraft po-
sition and is discussed in the methods described hereafter.

Pulsar Elevation Method
Once an x-ray source has been detected, a vehicle with known

inertial attitude can determine the direction to the object. By simul-
taneous observation of a reference planetary body, elevation angles
between the source and reference body, as well as the apparent diam-
eter of the body, can be used to determine the range of the detector
relative to the body.69 Persistent x-ray sources, as well as identifi-
able pulsars, are candidates for this method, and multiple sources
are required for full position determination. Sensors that can detect
objects within multiple wavelengths may be required: x ray for the
source and optical for the planetary bodies, although Earth and the
moon are bright in x-ray wavelengths on their sun-lit sides, which
may allow an x-ray-only system. Because this method determines
relative position with respect to the planetary body, absolute vehi-
cle position can be determined by using the knowledge of absolute
position of the body.

Earth-Limb Occultation

Occultation of an x-ray source by Earth’s limb provides posi-
tion information for Earth-orbiting spacecraft.39,69 As the vehicle
revolves about the Earth in its orbit, x-ray sources move behind
the limb and then reappear on the other side. The time spent behind
Earth represents a chord length of Earth’s disk. When the source po-
sition and Earth’s dimensions are known, it is possible to determine
the position of the vehicle relative to Earth. Knowledge of Earth’s
atmosphere is required because the x-ray signals would begin to be
absorbed by the atmosphere as the source passes close to the limb.70

This occultation method could be used about any planetary body
with known dimensional parameters and positional ephemeredes.

Absolute Position Determination
A navigation system that can operate in an absolute, or cold-

start, mode does not require assistance from external sources, such
as DSN or GPS, and is very advantageous after abnormal circum-
stances, such as a computer reset. If absolute spacecraft position is
unknown, Eq. (21) cannot be directly used to transform spacecraft
time to the SSB. To determine absolute position from pulsars, it is
necessary to determine which specific integer phase cycle, or pulse
period, is being detected at a certain time. When the phase of several
pulsars is tracked and the pulsar line-of-sight directions are included,
it is possible to determine the unique set of cycles that satisfies the
combined information to compute absolute position relative to the
SSB. Multiple simultaneous pulsar observations may be required for
this process. Successive observations should be corrected for time
differences and may be used if vehicle motion is relatively small be-
tween observations. This identification process is similar to the GPS
integer cycle ambiguity-resolution method. Offering an advantage
over GPS, pulsars can provide many different cycle lengths, some
very small (a few milliseconds) to very large (many thousands of
seconds), which assists the pulse cycle resolution method.

Delta-Correction Method
Pulsar signals received at a spacecraft are offset from those arriv-

ing at the SSB primarily by the distance between the SSB and the
spacecraft, as in Fig. 10. If the accurate detector position is known,
then the time offset of the arriving pulses between the detector and
the SSB can be calculated. Conversely, if accurate time is known
such that pulses are accurately measured at the detector, then the
position offset of the detector and the SSB can be computed by
comparing the pulse measurement with that predicted by the pulsar
timing model. A pulsar’s individual pulses are predicted to arrive at
the SSB as per the model defined in Eq. (7), which determines when
the N th pulse will arrive at the SSB relative to a chosen reference
t0. As it moves away from the SSB, a spacecraft sensor will detect
a pulse at a time relative to the predicted tN based on Eq. (21). If,
however, the spacecraft position is in error by some amount, using
Eq. (21) to transform the detected pulse time from the spacecraft to
the SSB will result in some offset in pulse TOA.

Fig. 11 Position error relative to two pulsar signals.

In the delta-correction scheme, estimated values of spacecraft po-
sition and velocity are used. Other external navigation sources, such
as DSN or GPS, could generate these estimates. However, additional
autonomy is provided if an onboard orbit propagator is implemented
in the navigation system to provide a continuous estimate of the ve-
hicle’s dynamics during a pulsar observation. The range determined
by the propagator could also be compared to the range produced
from a pulsar TOA measurement. From this estimated position, r̃,
the detected pulse arrival times at the spacecraft are transferred to
the SSB origin via Eq. (21) and then compared to the predicted ar-
rival times from the pulsar phase model of Eq. (7). The discrepancy
in these values provides an estimate of the offset position δr. In
reference to Fig. 11, the error in position will relate to a measured
time offset of a pulse in the line of sight to the pulsar. Using pulsars
at different locations provides line-of-sight measurements in each
pulsar’s direction. Combining measurements from different pulsars
solves the position offset in three dimensions.

When the position offset δr is defined such that

δr = r − r̃ (26)

the errors of the predicted and measured pulse arrival times can be
defined as

δtb = tb − t̃b (27)

δtobs = tobs − t̃obs (28)

Approximations to the nonlinear terms in Eq. (21) can be generated
using Eq. (26) as

(n̂ · r)2 = (n̂ · r̃)2 + 2(n̂ · r̃)(n̂ · δr) + (n̂ · δr)2 (29)

r 2 = r̃ · r̃ + 2r̃ · δr + δr · δr (30)
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n̂ · r̃ + (r̃ · r̃)
1
2
] + (n̂ · b + b)

}
(31)

With the preceding approximations in Eqs. (26–31), when terms of
order O(δr 2) are considered as negligible, only the sun’s gravita-
tional field is used, and the subscript N is removed for clarity, the
expression in Eq. (21) can be placed in linear form with respect to
δr as

δtb = δtobs + n̂ · δr
c

+ 1

cD0

[
(n̂ · r̃)(n̂ · δr) − r̃ · δr + δr · V�tN

− (n̂ · V�tN )(n̂ · δr) − (b · δr) + (n̂ · b)(n̂ · δr)

]

+ 2µS

c3

[
n̂ · δr + (r̃ · δr)/(r̃ · r̃)

1
2(

n̂ · r̃ + (r̃ · r̃)
1
2
) + (n̂ · b + b)

]
(32)
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Equation (32) can be rewritten in vector form as

δtb = δtobs + A · δr (33)

The vector A = A(r̃, n̂, D0, V, b, �tN ) is composed of the terms
from Eq. (32). This linear expression can be assembled for k different
pulsars to create a matrix of observations,




(δtb − δtobs)1

(δtb − δtobs)2
...

(δtb − δtobs)k


 =




AT
1

AT
2
...

AT
k




δr (34)

The left-hand side of Eq. (34) is computed using predicted and
measured arrival times of a pulse at the SSB and at the spacecraft.
When the pulse model information and the propagated spacecraft
position and velocity information are used, the predicted observa-
tion time t̃obs of a pulse at the spacecraft can be determined relative
to the current time. When the pulse is actually measured, tobs, on the
spacecraft, the difference of the measured and predicted time can be
computed as δtobs = tobs − t̃obs = measured arrival time minus pre-
dicted arrival time. When the current estimate of r̃ is used, Eq. (21)
can be used to transfer the measured TOA at the spacecraft to the
SSB, tb. The predicted arrival time t̃b of the pulse nearest to tb can
be computed using Eq. (7). The difference at the SSB can then be
determined from δt = tb − t̃b = measured (transferred) arrival time
minus predicted (model) arrival time. When these computations and
the vectors A are used, Eq. (34) can be solved for δr, and the es-
timated position of the spacecraft can be updated using Eq. (26).
Repeating this measurement process refines the position estimate.

If no errors in modeling or measurement are present, then Eq. (34)
solves directly for accurate position offsets. However, errors do re-
main that limit the performance of this system: δtb contains errors in
pulsar timing models, and time transfer δtobs contains system-level
timing errors and pulse signal timing errors. These errors, along
with any errors in the parameters of A, including pulsar position un-
certainty and Earth ephemeris accuracy, contribute to the errors in
δr. A phase cycle ambiguity is still present because these equations
can only relate to a fraction of a cycle and not to which specific
cycle is being detected. Additionally, vehicle motion that is sig-
nificant during the time span between the measured and predicted
pulse arrival time must be addressed in an implementation of this
delta-correction method. A Kalman filter incorporating vehicle dy-
namics and a measurement model from Eq. (33) can be used to align
sequential observations to update vehicle position successfully. Ad-
ditional complexity is added if one chooses to incorporate binary
pulsar observations, and these extra terms must be added to Eq. (33)
(Ref. 71).

Performance
To assess the potential accuracy of a pulsar-based navigation

system, it is necessary to understand the error sources inherent to
the system. When the observations used within the delta-correction
method were derived, the time equations were linearized with re-
spect to position error, clock error, and pulsar timing error. This
linearization did not include all error sources, namely, errors in pul-
sar position and proper motion. When pulsar position error is added
and only first-order effects from Eq. (32) are considered, the position
error equation becomes

c(δtb − δtobs) − δn̂ · r̃ = ñ · δr (35)

Using only the first-order terms is valid in this analysis because the
remaining terms are several orders of magnitude smaller.

System performance with respect to the SSB can be established
using Eq. (35) based on projected estimates of error sources. The
second term of the left-hand side of Eq. (35) shows that if pulsar
position is not determined to high accuracy then this system’s per-
formance degrades as distance increases away from the SSB. This
error growth due to distance is similar to those of Earth-based radar

Table 4 Navigation performance within solar system

Detector Total Pulsar Position
position, timing position accuracy
AU error, 10−6 s error, arcsec from SSB, km

1 10 0.01 <10a

1 1 0.001 <1a

1 0.1 0.0001 <0.1
10 10 0.001 <10
10 1 0.0001 <1
10 0.1 0.00001 <0.1

aCurrent day technology spans the first and second row.

range systems. Table 4 provides estimates of position performance
using Eq. (35) for the pulsar-based navigation system centered at the
SSB origin, which is appropriate for solar system missions. The to-
tal timing error column includes the sum of system clock errors and
pulsar timing errors. Inertial frames at the barycenter of other star
systems, or the galactic center, would be appropriate for interstellar
missions. However, the same performance degradation would exist
as vehicles travel farther from the frame’s origin.

Geometric Dilution of Precision
The geometric dilution of precision (GDOP) is an expression of

the accuracy of the estimated three-dimensional position.63 GDOP is
based on the covariance matrix of the estimated errors of the position
solution produced by a given set of pulsars and provides a measure
of how well the set of chosen pulsars will compute an accurate three-
dimensional position. If pulsars are chosen from only one portion of
the sky, the measurement matrix will skew the observations toward
this direction and will not produce a good overall three-dimensional
solution. If pulsars are chosen that are distributed sufficiently in the
sky, then no preferred direction will skew the measurement matrix,
and a good three-dimensional solution will result. Lower values of
GDOP indicate more favorable pulsar distribution. For each pulsar,
the relationship of spacecraft position to the measured range ρ, or
phase �, along the line of sight to the pulsar comes from Eqs. (15)
and (21) as

�ρi = λi��i = c�ti = n̂i · r (36)

Assembling a vector of range measurements from k different pulsars
produces

∆ρ =




n̂1

n̂2
...

n̂k


 r = Hr (37)

H is referred to as the line of sight matrix. When the expectation
operator E is used, and either range measurements from Eq. (37)
or phase measurements are used in a similar manner, the position
covariance matrix C can be represented as

C = cov(position) = E(r · rT )

= [(H T H)−1 H T ]E(∆ρ ·∆ρT )[(H T H)−1 H T ]T

= [(H T H)−1 H T ]E(λ∆Φ ·λ∆ΦT )[(H T H)−1 H T ]T (38)

Unlike the GPS system, which assumes the same variance for
each range or phase measurement, each pulsar has unique accuracy
and, thus, a different variance for its measurement, as shown in
Figs. 8 and 9. However, these measurements are assumed to be
uncorrelated, with zero mean, such that E[�ρi · �ρ j ] = 0; i 
= j , or
E[λi��i · λ j�� j ] = 0; i 
= j . Therefore, the covariance matrix for
the range measurements can be expressed as the diagonal matrix

E[∆ρ ·∆ρT ] = diag
(
σ 2

ρ1
, σ 2

ρ2
, . . . , σ 2

ρk

)
(39)
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Similarly, the covariance matrix for phase can be represented as

E[λ∆Φ ·λ∆ΦT ] = diag
(
λ2

1σ
2
�1

, λ2
2σ

2
�2

, . . . , λ2
jσ

2
�k

)
(40)

The position covariance matrix of Eq. (38) is a 3 × 3 matrix be-
cause position is a three-element vector r = {x, y, z}. The GDOP
can be computed from the trace of this covariance matrix, as in

GDOPPSR =
√

trace(C) =
√

σ 2
x + σ 2

y + σ 2
z (41)

By the use of the unit direction for position in Table 1 and the position
variance from Figs. 8 and 9 after 1000 s of observation, the GDOP
for all eight pulsars is 3.76 km for a 1-m2 detector and 1.68 km for
a 5-m2 detector. If only the four pulsars B0531+21, B1821−24,
B1937+21, and XTE J1751−305 are considered due to their good
range variance, the GDOP improves to 1.41 km for 1 m2 and 0.63 for
5 m2. If the observation time is increased to 5000 s for these top four
pulsars, the GDOP further improves to 0.63 km for 1 m2 and 0.28 for
5 m2. Because the value of A · tobs is constant throughout the SNR
expression of Eq. (2), system design tradeoffs can be considered
for detector area vs observation time. For example, the SNR is the
same, and, consequently, the GDOP for a 1-m2 detector observing
for 5000 s is the same as a 5-m2 detector observing for 1000 s.
However, other mitigating factors, such as power usage, may need
to be considered in this type of study. The pulsars in Tables 1 and 2
all lie in the lower latitudes of the galactic sphere. Sources above
the galactic equator may be considered for improved geometrical
distribution, for example, XTE J0929-314 (Ref. 29).

If spacecraft clock error δtC is observable from the pulsar range
measurements, then it can also be added to the covariance state
vector along with vehicle position. The equation for range measure-
ments can be modified for this additional estimated state,

∆ρ =




n̂1 1

n̂2 1
...

...

n̂ j 1




[
r

cδtc

]
= H ′ r′ (42)

where H ′ is the modified measurement matrix and r′ is new state
vector that includes both spacecraft position and spacecraft clock
error. The analysis for position covariance described earlier can be
implemented using this new model equation of Eq. (42). The GDOP
for this new system is based on the trace of the covariance matrix,
but this now includes the variance due to clock error,

GDOPPSR =
√

tr(C ′) =
√

σ 2
x + σ 2

y + σ 2
z + σ 2

t (43)

The position dilution of precision (PDOP) can be determined from
this system by considering only the position related states as

PDOPPSR =
√

tr(C ′
3 × 3) =

√
σ 2

x + σ 2
y + σ 2

z (44)

The time dilution of precision (TDOP) is directly computed by the
time variance in this matrix as

TDOPPSR = σt (45)

Experimental Validation of Delta-Correction Method
When observations recorded by the NRL USA experiment are

used, the delta-correction method described earlier can be evaluated
using actual data. The USA experiment was a collimated propor-
tional counter telescope that comprised two detectors with a FOV of
1.2 × 1.2 deg (FWHM). Each detector had a 1000-cm2 effective area
and was sensitive to photons in the 1–15 keV energy range. Only
one detector was used during an observation. The USA detector was
pointed to observe the Crab pulsar for multiple observations during
December 1999. Table 5 lists the Crab pulsar ephemeris values used
for this experiment. The observation data were recorded, including

Table 5 Crab pulsar (PSR B0531+21) ephemeris61

Parameter Value

Right ascension (J2000) 5 h 34 min 31.972 s
Declination (J2000) 22◦00′52.069′′
Galactic longitude 184.5575◦
Galactic latitude −5.7843◦
Distance, kiloparsec 2.0
Frequency, Hz 29.8467040932
Period, s 0.0335045369458
Frequency derivative, Hz/s −3.7461268 × 10−10

Period derivative, s/s 4.2052296 × 10−13

Epoch of ephemeris, MJD 51527.0000001373958

Table 6 Position offsets from Crab pulsar observations
by USA detector

TOA Position
Observed difference offset

Observation Duration, pulse (error), (accuracy),
date s cycles 10−6 s km

21 Dec. 1999 446.7 13332 53.75 (5.8) 16.1 (1.8)
24 Dec. 1999 695.9 20770 −31.02 (5.2) −9.30 (1.6)
26 Dec. 1999 421.7 12586 −37.16 (6.3) −11.1 (1.9)

time-tagged x-ray photon detection events and ARGOS satellite 1-
s navigation values. When the Crab pulsar pulse period was used,
the recorded observation data were folded to produce an observed
profile. Before these specific observations, several separate observa-
tions of the Crab pulsar were folded to produce a standard template
profile with a high SNR. The observed profiles and the template
profile were then compared as described in the preceding “Pulse
Arrival Time Measurement” section to produce observation TOAs.
The measured pulse TOA represents the arrival time of the peak
of the first pulse within the observation window. The error in the
TOA was also computed and represents the uncertainty in aligning
the observed and template profiles. In the process of computing the
pulse TOA, the analysis tool corrects the spacecraft recorded photon
arrival time to their arrival time at the SSB as in Eq. (21). Interpola-
tion of the navigation data was used to produce spacecraft positions
at each photon arrival time. Thus, the TOA is the arrival time at the
SSB origin of the measured pulse detected at the USA detector.

Spacecraft position information can now be derived from the dif-
ference between the predicted and measured pulse arrival times.
If the assumption is made that any time difference is based solely
on vehicle position offset in the direction of the pulsar, the error
in position can be deduced from the pulsar pulse comparison. The
computed position offset is the delta correction along the unit di-
rection to the Crab pulsar based on this single TOA measurement.
Table 6 lists recorded observations, their corresponding position
offset determination, and estimated accuracies. Position corrections
of several kilometers along the line of sight to the Crab pulsar are
produced, with estimated accuracies on the order of 2 km.

A reference truth position of ARGOS was not available at the
time of these 1999 observations. However, an external estimation
of vehicle position was studied during January 2000. This parallel
study conducted by NRL using a ground-based navigation system
concluded that the ARGOS navigation calculation was in error by
as much as 15 km. Further investigation is being conducted to de-
termine why this position error existed. Its has been speculated that
much of this position error is due to onboard navigation system
errors because during the ARGOS mission it was determined that
the spacecraft’s GPS receiver was faulty, and uploads every 4 h
were required to correct the spacecraft’s onboard orbit propagation
algorithm. With these magnitudes of position error discovered for
January 2000, it is likely that they existed for the observations com-
pleted during late December 1999, which could account for much
of the position offset determined from the measured TOAs. Future
studies are planned to simulate pulsar measurements and vehicle
orbit propagation to help investigate the ARGOS navigation issues.
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Table 7 Alternative applications

Application Description

Differential/relative An orbiting base station could detect pulsar signals and broadcast pulse arrival times, signal errors, and
position updated pulsar ephemeris.35 Ideal locations for base stations include geosynchronous orbits and

sun–Earth and Earth–moon Lagrange points. Spacecraft monitoring the base station’s transmissions
navigate with improved accuracy with respect to the station’s location. Relative positioning from a
lead vehicle could also be implemented in a satellite formation flying concept.

GPS or DSN X-ray pulsar navigation could complement vehicles that use the GPS and/or DSN system, or serve as a
navigation backup to human-made systems in the event of failures or catastrophes. For spacecraft above the GPS
complement constellation, x-ray pulsar navigation could supplement obscured or unavailable GPS data. It could

provide navigation information perpendicular to a radar line of sight.
GPS time Pulsar-based systems could be used as time-only reference systems, such as aiding high-data rate

complement communication.
Radio-based Using radio sources as celestial clocks and/or navigation aides would be a viable alternative to x-ray

systems on Earth sources, as long as an application could support large antennas, such as on large naval vessels or a
and in space solar-sail.36

Planetary rovers X-ray pulsar navigation could provide a navigation system for exploratory rover vehicles. A rover’s base
station could monitor pulsar signals and provide relative position information for rovers that navigate
over the surface terrain. Good planetary bodies candidates have a thin or negligible atmosphere,
including Mars or the moon.

X-ray New x-ray detector research may produce systems that can transmit and receive modulated x-ray pulses,
communication which could carry information.

The two main computations in this experiment include the posi-
tion offset calculation and its estimated accuracy. Factors that limit
the position offset calculation include pulsar timing model inac-
curacies, calibration errors in the USA experiment timing system,
photon time binning of 32 µs in the USA data collection mode,
and pulsar position errors. The reported accuracy of the Crab pulsar
timing model parameters is 60 µs for the month of December 1999
(Ref. 61) and is likely a large contributor to the measured position
offset. Although the USA experiment was designed to maintain a
32-µs photon bin timing accuracy, fractions of the bin size were
used to improve the time resolution of arriving photons. By the use
of Eq. (5), for a 0.1-m2 detector, σrange = 0.3 km for the Crab pulsar
after 500 s of observation. Although this ideal computation of posi-
tion accuracy is a few times less than the calculated values in Table 6,
several of the aforementioned issues likely contribute to the mea-
sured accuracy. The future study of ARGOS navigation data will be
made to attempt to understand this discrepancy between theoretical
accuracy and recorded data accuracy to determine whether system
errors or pulsar model errors dominate.

Additional Applications
The use of x-ray pulsars and other x-ray sources is not limited to

single-spacecraft navigation. Other applications can be envisioned
that utilize these types of sources and technology used for naviga-
tion. Table 7 lists several of these.

Conclusions
Celestial object navigation methods, which use sources at great

distances from Earth, will continue to be beneficial to future space
system architectures. X-ray emitting pulsars represent a small, but
important, subset of all possible celestial x-ray sources. These
unique sources provide pulsed radiation that can be utilized in an
x-ray based navigation system for spacecraft. Given their vast dis-
tances from Earth, pulsars provide good signal coverage for opera-
tions to the moon, to Mars, throughout the solar system, and, con-
ceivably, to the galaxy. Issues with these sources exist that makes
their use complicated; however, further algorithmic and experimen-
tal study may address these complications. By the complementing
of existing systems, such as GPS or DSN, this new system can in-
crease the overall navigation performance of spacecraft missions.
As shown here, the potential of these sources to determine accurate
vehicle position is significant toward increased autonomy of vehicle
operation. With the capability of generating a complete navigation
solution, including time, position, velocity, attitude, and attitude
rate, x-ray pulsars remain attractive for creating a new celestial-
based spacecraft navigation system, which may be referred to as the
x-ray pulsar positioning system.
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